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Modeling  Challenges

1. Often need to transform the  original problem to a problem with 
known/easier to compute solutions


2. Access to domain experts familiar with input to planners (e.g., 
PDDL) is rare. 


3. Any form of knowledge is practically guaranteed to be incomplete 
and often inconsistent. Even human validation can be ambiguous


4. Current state-of-art learning approaches may not scale and may 
have assumptions that may not hold for the practical setting. 
Further, the learned knowledge may be not consumable
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Problem formulation to a previously 
connected problem to AI Planning

Transformation to AI Planning 

Original Problem

Running Planning Tools

Post-processing of 
Plans

One or multiple plans found

Multiple solutions to 
the original problem

Relationship to Planning
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Problem formulation to a previously 
connected problem to AI Planning

Transformation to AI Planning 

Original Problem

Running Planning Tools

Post-processing of 
Plans

One or multiple plans found

Multiple solutions to 
the original problem

Plan Recognition formulation of SPA

Transformation to AI Planning 

Scenario Planning Problem (SPA)

Post-processing of Plans

multiple high-
quality plans found

Multiple scenarios generated for SPA

Relationship to Planning
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Running Planning Tools
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Established relationships to AI Planning 

• Finding excuses (G ̈obelbecker et al. 2010) 

• Diagnosis (Sohrabi et al., 2010)

• Explanation generation (Sohrabi et al., 2011)

• Plan Recognition (Ramirez & Geffner IJCAI’09, AAAI'10,  Sohrabi et al., 

IJCAI’16)


Which in turn helped with:

• Hypothesis Generation and Exploration (Sohrabi et al., 2013, 2015)

• Future State Projection (Sohrabi et al., 2017)

• Multi-agent Plan Recognition (Shvo et al., 2018)

• Scenario Planning (Sohrabi et al., 2018) 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▪ Compiling away soft goals (Keyder and Geffner, 2009)


▪ Use any classical planner to obtain a solution for a planning problem 
with soft goals (i.e., simple preferences)


▪ Translate HTN Problems into classical planning problems (Alford et al., 2016)


▪ Use classical planners (heuristic search) to find solutions for an HTN 
planning problem. 

Additional Compilations  

6



Examples 
 

[Automated large-scale data analysis, ICAPS 2015]

[Exploring Context-Free Languages via Planning: The Case for Automating Machine Learning, ICAPS 2020][Scenario planning for enterprise risk management, AAAI 2018]

v

[D3WA+: A Case Study of XAIP in a Model Acquisition Task, ICAPS 2020]
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Automating ML Pipeline Generation: Solution
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IBM Confidential10



Representing the Knowledge 
(Example: PDDL) 

Domain

Problem

Sample

Plan

11 Domain fileProblem file

Plan
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Modeling Examples

Cascade (Ranganathan et al., 2009) LTS++ (Sohrabi et al., 2015, 2020)

MindMaps 

(Sohrabi et al., 2018)
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Examples 
 

[Automated large-scale data analysis, ICAPS 2015]

[Exploring Context-Free Languages via Planning: The Case for Automating Machine Learning, ICAPS 2020][Scenario planning for enterprise risk management, AAAI 2018]

v

[D3WA+: A Case Study of XAIP in a Model Acquisition Task, ICAPS 2020]
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Hypothesis Generation
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Patient Complication Detection
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LTS++

•   Derived from an existing language, Labeled Transition System (LTS)

•   Can associate an observation with a state, can specify class type16



Partial encoding of the 
sample example
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Partial encoding of the 
sample example
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19Unexplained 
observation

Unobserved 
behavior

Both OHH1 and SIRS0 
are explained by lowrisk

start

low risk high risk

OHH1|OHH2|OSIRS0

OHH3|OSIRS2|OHRVL

unadmitted

Less plausible 
hypothesis

Each hypothesis is shown as 
sequence of states matched 
to observed event sequence

State Transition Diagram

Generated hypotheses for the critical care application
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Examples 
 

[Automated large-scale data analysis, ICAPS 2015]

[Exploring Context-Free Languages via Planning: The Case for Automating Machine Learning, ICAPS 2020][Scenario planning for enterprise risk management, AAAI 2018]

v

[D3WA+: A Case Study of XAIP in a Model Acquisition Task, ICAPS 2020]
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Main forces:


Economic environment


Technology


Currency


Social order/unrest


Corruption


Natural disaster


Market disruptors


Government Stability

Source: https://blog.itcilo.org/learning-about-scenario-planning-and-thinking/

Alternative 
Futures

To show what 
might happen, 
with the purpose 
to make better 
decisions


Scenario Planning for Enterprise Risk Management
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Mindmaps (in the context of Scenario Planning Advisor)
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Planning Models for Scenario Planning – How Acquired?

Manual creation of scenario planning models is impracticable.  


Automated extraction of causal models  (Hassanzadeh et al. 2019, Bhandari et al.,  2021)


– use learning-based natural language understanding techniques to identify risk 
drivers and extract causal pairs


– AI QA for automated reading comprehension

– with causal questions (“what causes X”) no supervision is needed

– authoritative documents that are rich in causal content (10-K, NATO SFA)

– with open-ended questions based on seed sets of risks, discover new candidate 

risks, bootstrap
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Causal Extraction in Support of Planning Model Generation

CEFAS – Causal Extraction From Authoritative Sources


– uses AI Question Answering to answer causal questions about risk drivers… 

– relies on relatively small set of authoritative documents, e.g.,


– SEC Form 10-K – Item 1A  Risk Factors

– NATO Strategic Foresight Analysis doc, 2017


– CEFAS processes all input documents, asking of each paragraph of each 
document and for each known risk driver:


D:

	 What causes D?


	 What does D cause? 
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Examples 
 

[Automated large-scale data analysis, ICAPS 2015]

[Exploring Context-Free Languages via Planning: The Case for Automating Machine Learning, ICAPS 2020][Scenario planning for enterprise risk management, AAAI 2018]

v

[D3WA+: A Case Study of XAIP in a Model Acquisition Task, ICAPS 2020]
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State of Conversational Agents Today
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• Players: Google’s DialogueFlow, IBM’s Watson Assistant, Apple’s Siri, Amazon’s 
Alexa, Microsoft’s Cortana, etc. 



Dialog as Planning

Setting : Multi-turn goal-oriented dialogue 


Challenge: How to scale beyond explicit trees 

27

Muise et al., 2019. Planning for Goal-Oriented Dialogue Systems.

Sreedharan et al., 2020. Explainable Composition of Aggregated Assistants

Rizk et al., 2020. A Unified Conversational Assistant Framework for Business Process Automation. 



D3WA Exponential scale-up of sophistication of composed conversations

Exponential scale-up means

Increased sophistication of dialogue tree with same size of specification

Decreased size of specification for same sophistication of dialogue tree
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Natural Language Processing x AI Planning

– Conversational agents realized as an aggregation of skill

– At runtime, planners can be used to organize assets 

dynamically to fulfill user goals extracted from natural 
language utterances.

– ICAPS 2021 Demo: https://youtu.be/K7FPcl-IYgE

– AAAI 2022 Demo: ibm.biz/gofa-aaai-demo

– BPM 2021 Tutorial: ibm.biz/bpm-2021-tutorial


https://youtu.be/K7FPcl-IYgE
http://ibm.biz/gofa-aaai-demo
http://ibm.biz/bpm-2021-tutorial


Related Work

• ItSimple (Vaquero et al., 2007)


• PDDL Editor  http://editor.planning.domains/


• PDDL in Python https://github.com/IBM/pddl-in-python


• Planimation  https://github.com/AI-Planning/planimation


• PDDL plugin for VSCode


• Workshop on Knowledge Engineering for Planning and Scheduling (KEPS) @ ICAPS


• PDDL book titled “An Introduction to the Planning Domain Definition Language” 

(Haslum et al., 2020)


• Extensive literature on planning and learning (Aineto et al., AIJ 2019) 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http://editor.planning.domains/
https://github.com/IBM/pddl-in-python
https://github.com/AI-Planning/planimation


Modeling Summary

• Modeling in an important aspect of use and adaptation of AI Planning 

• Investing in transformation/compilation techniques pays off


• Learning consumable planning models or even enhancing a planning model 
automatically is important
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